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Abstract 

Lime kiln is used in numerous process industries such as, paper mill, sugar mill, cement mill etc. The limekiln is 

fundamentally challenging to operate proficiently due to intricate structure with non-linear reaction kinetics, and 

large dead time. It turns out to be dangerous if it is functioned outside the set points. So, the automation of this 

process is very critical for optimization of product quality, product rate and economy. The current research work 

deals with a 2x2 lime kiln model. Having done its multivariable analysis, its decoupling has been done. Using 

MATLAB, dead time compensation is done with smith predictor design and its performance is compared to that 

of control system without dead time compensation. 
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1. Introduction 

Limekiln is basically cylindrical in shape which rotates. It has got certain inclination to the 

ground as depicted in Figure 1 (Naud and Emond, 2007). It essentially converts calcium 

carbonate (mud of lime) into calcium oxide (lime) by the process which is termed as 

calcination. This transformation procedure has an endothermic nature i.e. a supply of huge heat 

content is essential to furnish this process. 

 

The whole lime kiln may be viewed as 3 temperature regions viz. the drying region at a 

temperature of two hundred thirty Fahrenheit, heating region at a temperature of six hundred 

Fahrenheit and the calcination region at a temperature of fifteen hundred Fahrenheit. The 

measure of the lime quality is the amount of residual carbon dioxide in the resulting CaO 

(Sunori et al., 2015). A 2 level controller for tunnel kiln was reported where the model 

predictive control and fuzzy logic techniques were exploited (Stojanovski and Stankovski, 

2011). Zhu and Zhang (2014) presented the knowledge base designing for an expert system for 

rotary lime kiln. Bharadwaja (2014) made use of PLCs for lime kiln process. 
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2. Multivariable Analysis of the Plant Model 

The Fuel Rate (FR) and the opening of ID fan (vp) are the two input variables while the front 

end temperature (Tfe) and back end temperature (Tbe) are the output controlled variables for the 

considered model. The equation (1) presents the considered transfer function model which has 

been borrowed from the work done by (Juneja et al., 2013) on the same process using MPC 

technique. 
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The Figure 2 displays the open loop plots namely step response, Nyquist plot, Bode magnitude 

plot and pole- zero plot of the considered 2x2 plant. These plots clearly indicate that the plant 

model is physically realizable and BIBO (bounded input-bounded output) stable. Now, for 

designing the controller, let’s determine the suitable input-output control loop pairing by 

investigating the relative gain array (RGA). 

 
1)(  TKKRGA                                                                                                                          (2) 

 

Here K is the steady state gain matrix. 
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If λ12< λ11 then suitable pairing is u1-y1 and u2-y2 else, it is u1-y2 and u2-y1. 

For the taken up model, 
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Using equations (2) and (4), the RGA for this plant comes out as, 
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The pairing u1-y1and u2-y2 is suggested by this RGA. The other factor to be investigated is the 

Niederlinski index (Niederlinski, 1971). If its value comes out to be negative, then it would be 

impossible to control both output variables at the same time. 
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Mathematically, 
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Now using equation (6) on the considered plant model. 
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Which ensures the controllability of both output variables at the same time. 

 

3. Decoupler Design 

Figure 3 (Ogunnaike and Ray, 1994) presents the block diagram with of a control system with 

de couplers. Following two outputs are generated by it, 
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The two decoupled systems obtained using equations (8) and (9) are represented by equations 

(10) and (11) respectively. 
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4. Dead Time Compensation 

The Smith predictor is deployed in the control system for nullifying the unwanted impacts of 

the dead time. This strategy can be implemented only for constant time delays. The Figure 4 

shows the block diagram of Smith Predictor with the plant G(s), controller C(s), internal model 

G’(s)(G(s) without dead time θ). Here, SP, θ and d, are representing the set- point, time delay 

and the output disturbance respectively (Smith, 1957; Smith, 1959). 
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Now, for the decoupled model G1(s), the tuned controller C1(s) is presented in equation (12). 
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Similarly, for the process G2(s), the tuned PI controller C2(s) is presented in equation (13). 

 











s
sC

49.15

1
113.0)(2

                                                                                                          (13) 

 

The first order filter F(s) is expressed in equation (14). 
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The servo and the disturbance rejection performance of the control system for system G1(s), 

with and without smith predictor is show cased in Figure 5. The respective parameters are 

presented in Table 1, indicating that the performance is greatly improved. Similarly Figure 6 

presents the servo and the disturbance rejection performance of the control system with and 

without smith predictor, for the system G2(s). 

 

The corresponding performance parameters are mentioned in Table 2, showing control system 

performance is appreciably improved here also. Figures 7 and Figure 8 show the Bode plots of 

the control systems with and without Smith predictor for G1(s) and G2(s) respectively showing 

bandwidth improvement by the Smith predictor. 

 

5. Conclusion 

In the present research work, a 2x2 lime kiln industrial process with some time delay is 

considered, and the control system performance with and without Smith predictor has been 

investigated for it using MATLAB. It is observed that the adverse effects of time delay are 

greatly cancelled by dead time compensation using a Smith predictor in the control system. 

The control system with Smith predictor comes up with less settling and rise time, and quicker 

disturbance rejection. It also enhances the bandwidth of the control system. 
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Figure 1. Lime kiln process 

 

 

 

 

Figure 2. Step response (top left), Nyquist plot (top right), Bode magnitude plot (bottom left), Pole-zero 

Plot (bottom right) 

 

 

 

  
Figure 3. Control system with de couplers 
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Figure 4. Control system with Smith predictor 

 

 

 
Figure 5. Control system performance for G1(s) 

 

 

 
Figure 6. Control system performance for G2(s) 
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Figure 7. Bode plots of control system for G1(s) 

 

 

 

 
Figure 8. Bode plots of control system for G2(s) 

 

 

 

Parameter PI Controller Smith Predictor 

Settling time(sec.) 502 52.5 

Rise time (sec.) 274 25.1 

Disturbance –Rejection time(sec.) 600 100 

Table 1. Comparison of performance parameters for G1(s) 
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Parameter PI Controller Smith Predictor 

Settling time(sec.) 483 59.4 

Rise time (sec.) 290 25 

Disturbance –Rejection time (sec.) 600 100 

Table 2. Comparison of performance parameters for G2(s) 
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