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Abstract

With the introduction of the new power system concept, diversified distributed power generation systems, such as wind power, photovoltaics, and pumped storage, account for an increasing proportion of the energy supply side. Facing objective issues such as distributed energy decentralization and remote location, exploring what kind of algorithm to use to dispatch nearby distributed energy has become a hot spot in the current electric power field. In view of the current situation, this paper proposes a Bionic Intelligent Scheduling Algorithm (DWMFO) for distributed power generation systems. On the basis of the Moth Flame Algorithm (MFO), in order to solve the problem of low accuracy and slow convergence speed of the algorithm in scheduling distributed energy, we use the adaptive dynamic change factor strategy to dynamically adjust the weighting factor of the MFO. The purpose is to assist the power dispatching department to dispatch diversified distributed energy sources such as wind power, photovoltaics, and pumped storage in a timely manner during the peak power consumption period. In the experiment, we compared with 4 algorithms. The simulation results of 9 test functions show that the optimization performance of DWMFO is significantly improved, the convergence speed is faster, the solution accuracy is higher, and the global
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search capability is stronger. Experimental test results show that the proposed bionic intelligent scheduling algorithm can expand the effective search space of distributed energy. To a certain extent, the possibility of searching for the global optimal solution is also increased, and a better flame solution can be found.
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**Introduction**

With the introduction of new power system concepts, diversified distributed power generation systems such as wind power, photovoltaics, and pumped storage are taking up an increasing proportion of the energy supply side. In 1949, the total installed power generation capacity in China was 1.85 million kilowatts. In 2020, the capacity reached 2.2058 million kilowatts. In 71 years, it has increased by 1190 times. Among them, the development of clean energy power generation installed capacity is even more rapid. From a single hydroelectric power source of 160,000 kilowatts in 1949 to a multi-variety power supply “super combination” of 95.541 million kilowatts in 2020, the capacity has increased by 5971 times. Driven by the national energy strategy and policy, since 2010, China has invested about 818 billion US dollars in the field of new energy power generation, accounting for 30% of the global new energy power generation investment in the same period. As of the end of 2020, the total installed capacity of renewable energy power generation in my country reached 930 million kilowatts, accounting for 42.4% of the total installed capacity, an increase of 14.6% over 2012. Among them, the installed capacity of hydropower is 370 million kilowatts, the installed capacity of wind power is 280 million kilowatts, the installed capacity of solar power generation is 250 million kilowatts, and the installed capacity of biomass power generation is 29.52 million kilowatts. China’s clean energy power generation has increased from 680 million kilowatt-hours in 1949 to 2,449.3 billion kilowatt-hours in 2020, an increase of 3,602 times.

**1 Related Research**

Due to objective problems such as the scattered construction of distributed power generation systems and remote locations, most of the time, these
electric energy cannot be absorbed on the spot in time. In the face of these objective problems, exploring which algorithm to use to dispatch distributed energy sources nearby has become a hot spot in the current power field. For this reason, many scholars have conducted a lot of research on the dispatching strategy of distributed energy. Aiming at the time delay problem and power loss problem of the thermal transmission network, He et al. introduced thermal delay time parameters and loss coefficients to improve the modeling accuracy of the thermal network, and studied the collaborative optimization operation of multiple energy hubs under the same energy distribution network [1]. Wang et al. proposed a multi-time-scale optimal scheduling method for integrated energy systems based on distributed model predictive control, which realizes flexible scheduling of integrated energy systems through the coordination of various subsystems [2]. Zhou et al. decomposed the topology into a three-layer system with the characteristics of “component-subsystem-main system” by introducing virtual coordinator and interconnection technology, the purpose is to facilitate the use of the target algorithm to solve the corresponding economic dispatch problem [3]. Li et al. used the second-order Taylor expansion of the original problem to make a correction to the state quantity, and used the correction result to calculate the control quantity. On this basis, an optimal power flow algorithm for distribution network with distributed energy is proposed [4]. Liu et al. applied the robust optimization method to the economic scheduling problem of electrical energy systems, and established a two-stage scheduling model with gas turbines and electric-to-gas devices as coupling components. Finally, an example is used to verify the effectiveness of the distributed robust optimization algorithm [5]. Based on the probability distribution of uncertain variables, Huang et al. used scenario analysis techniques to generate typical scenarios to fit the next day’s operating conditions and their probability of occurrence. The calculation example shows that the model improves the economy and reliability of energy supply by taking advantage of RIES’s multi-energy complementary advantages [6]. While considering diversified power generation units, Zhao et al. modeled the security of the power grid from the perspective of an attacker [7].

Although many scholars have done a lot of research on the dispatching of distributed energy sources, most of them are for the dispatching of a single energy source, and rarely consider the dispatching of three or more distributed energy sources. Aiming at the current diversified distributed energy, this
paper proposes DWMFO for distributed power generation systems. Our innovation is:

(1) Diversified distributed energy sources such as wind power, photovoltaics, and pumped storage have been considered.
(2) We used the adaptive dynamic change factor strategy to dynamically adjust the weight factor of the moth flame algorithm;
(3) The experiment showed that the optimization performance of DWMFO is significantly improved, the convergence speed is faster, the solution accuracy is higher, and the global search capability is stronger.

2 Bionic Intelligent Scheduling Algorithm

2.1 Moth Flame Algorithm

2.1.1 Basic principles

MFO is an algorithm designed to simulate the navigation mechanism of moths in the biological world. When the moth flies closer and closer to the flame, the moth will mistake the flame for the reference light. Approaching the flame at the set angle, the distance will continue to shrink, resulting in a spiral flight path, as shown in Figure 1.

In the process of searching the space, the moth will update its position spirally, and the best value of the current optimal flame will be stored in the matrix.

\[
M = \begin{bmatrix}
m_{1,1} & m_{1,2} & \cdots & m_{1,d} \\
m_{2,1} & m_{2,2} & \cdots & m_{2,d} \\
\vdots & \vdots & \ddots & \vdots \\
m_{n,1} & m_{n,2} & \cdots & m_{n,d}
\end{bmatrix}
\]

\[
OM = \begin{bmatrix}
OM_1 \\
OM_2 \\
\vdots \\
OM_n
\end{bmatrix}
\]

(1)

Figure 1  Schematic diagram of the spiral path of the moth flame.
In the MFO algorithm, each moth has a corresponding flame. The moths spiral toward the flame, and the algorithm does not set multiple moths to fly around a flame at the same time. The purpose is to avoid the moth from falling into the local optimum. Therefore, the dimensions of moths and flames are the same. The flame is denoted by $F$, and the fitness value of the flame is denoted by $OF$, as follows:

$$F = \begin{bmatrix} F_{1,1} & F_{1,2} & \cdots & F_{1,d} \\ F_{2,1} & F_{2,2} & \cdots & F_{2,d} \\ \vdots & \vdots & \ddots & \vdots \\ F_{n,1} & F_{n,2} & \cdots & F_{n,d} \end{bmatrix} \quad OF = \begin{bmatrix} OF_1 \\ OF_2 \\ \vdots \\ OF_n \end{bmatrix}$$ (2)

In the formula: $n$ is the size of the population; $d$ is the size of the dimension. The moth flame algorithm can generally be represented by a three-tuple model:

$$MFO = (I, P, T)$$ (3)

$I$ represents the initialization function. In the iterative process of MFO, initial randomization of the population is carried out, and the fitness value of each moth is calculated, expressed as:

$$I: \phi \rightarrow \{M, OM\}$$ (4)

$P$ represents the moth position update function. This function has very important meaning. The operation of this function is the decision-making center of the moth update, which represents the optimization of the entire algorithm. The $P$ function plays the role of connecting two iterations, which can be expressed as:

$$P: M \rightarrow M$$ (5)

$T$ represents the judgment condition when the operation is stopped. $T$ will generally limit a value range, beyond the value range, the algorithm will stop running. If the conditions are met, the $T$ function returns True; If it is not satisfied, it is False, which can be expressed as:

$$T: M \rightarrow \{True, False\}$$ (6)
The structure of the MFO algorithm is to couple the \( I \) function, \( P \) function and \( T \) function, which can be expressed as:

\[
M = I();
\]

While \( T(M) \) is equal to false

\[
M = P(M)
\]

end

The formula for the moth to update its position is expressed as follows:

\[
M_i = S(M_i, F_j)
\]

(7)

\[
S(M_i, F_j) = D_i \cdot e^{bt} \cdot \cos(2\pi t) + F_j
\]

(8)

\[
D_i = |F_j - M_i|
\]

(9)

Where: \( M_i \) is the position of the \( i \)-th moth; \( F_j \) is the \( j \)-th flame; \( S \) is the spiral function; \( D_i \) is the distance between the flame and the moth; \( b \) is a constant; \( t \) is a random number ranging from \( r \) to 1.

Formula (8) has certain limitations, which makes the algorithm appear a local optimal solution. In order to make up for the existing shortcomings, the algorithm sets the flame to be adaptively reduced. The entire iterative process is shown in Figure 2 and the update formula is as follows:

\[
\text{flame\_no} = \left[ N_{\text{max}} - l \cdot \frac{N_{\text{max}} - l}{T} \right]
\]

(10)

Figure 2  Iterative diagram of the number of flames.
In the formula: \( [\cdot] \) represents the rounded part; \( l \) is the current iteration number; \( N_{max} \) is the maximum number of flames; \( T \) is the maximum iteration number. In the calculation process, the fitness of the flame should be sorted, and the result of the sorting should follow the final elimination system.

### 2.1.2 Basic process

The MFO algorithm flow chart is shown in Figure 3 and the algorithm flow of MFO is as follows:

**Step 1:** Set the parameters, including the number of moths, the number of dimensions, and the maximum number of iterations;

**Step 2:** Initialize, randomly generate moth individuals in the search space;

**Step 3:** Calculate the objective function corresponding to each moth, arrange the calculated results from small to large, and assign the best moth to the flame;

![Figure 3](image-url)  
Figure 3  Moth flame algorithm flow chart.
Step 4: Calculate the distance between the flame and the moth, and use formula (7) ~ formula (9) to update the position of the moth;

Step 5: Use formula (10) to update the number of flames, and save the current optimal flame fitness value in the matrix;

Step 6: Increase iteration;

Step 7: Judge whether it meets the requirements for the end of the algorithm, if it does not meet the requirements, go to Step 2. Otherwise, the algorithm ends;

2.1.3 Defects in MFO algorithm
Although this algorithm can solve some practical problems, it also has some shortcomings, mainly in the following aspects:

(1) Initialization depends on randomness.
(2) The convergence speed is slow.
(3) Easy to fall into local optimum.

These shortcomings are all related to the update of its own mechanism, which leads to the poor performance of the traditional moth flame algorithm in distributed power dispatch.

2.2 Bionic Intelligent Scheduling Algorithm
In order to avoid the shortcomings of the moth flame algorithm in application, we have made two improvements to it. The first is to introduce the historical optimal flame average value of the moth flame algorithm. The purpose of this is to ensure that the information carried can expand the dimensions of information obtained by moths. Then, the adaptive dynamic change factor is introduced, the purpose of this is to prevent other moths from approaching the optimal solution of a certain local area at the same time, and to ensure that the algorithm does not fall into the local optimum.

2.2.1 Obtaining the historical optimal flame average value
In the basic MFO algorithm, the moth update formula guides the moth search through the information carried by the j-th flame. However, this can only refer to the information in one dimension, and cannot effectively use the information carried by other flames, which will cause the algorithm to slow down in the later iteration of the iteration. When this algorithm is applied to distributed power dispatching, it cannot quickly find the distributed energy
source closest to the load area in a short time. Therefore, this paper introduces
the concept of the historical optimal flame average, making the historical
optimal flame average a factor that affects the moth’s search behavior. From a
global perspective, this provides relevant information for individual moths, so
that the reference information for moth search behavior is no longer limited
to its own dimensions. The improved moth position update formula is as
follows:

\[ S(M_i, F_j) = D_i \cdot e^{bt} \cdot \cos(2\pi t) + \text{Average}(F_j) \]  

(11)

In formula (11), the historical optimal flame average value is introduced
into the calculation of the moth flying target. The calculation formula of the
average value is shown in formula (12):

\[ \text{Average}(F_j) = \frac{\sum_{j=1}^{n} F_{bestj}}{n} \]  

(12)

Where: \( F_{bestj} \) refers to the position of the optimal flame among \( i \) historical
flames of all moths, that is, the average value of the historical optimal flame.
\( n \) is the number of moth \( i \) flames.

The concept of the historical optimal flame average is the use of the
information carried by the optimal flame of each generation. The information
carried by the historical optimal flame average can expand the dimensionality
of flame-related information known by the moths. In addition, it can also
guide the next movement of the moth to ensure the quality of the solution
obtained by each search behavior of the moth. In this way, the moth can
approach the optimal solution faster, thereby speeding up the convergence
speed of the algorithm [8].

### 2.2.2 Introduction of adaptive dynamic factor

Due to the strong locality of the MFO algorithm, the convergence speed of
the later iterations will slow down. This is the characteristic of the spiral
function, and it is a problem that needs to be faced and considered. When
the moth approaches the flame, it does not travel in a straight line, but
approaches in a spiral. This provides greater search coverage for the basic
MFO algorithm. However, this is also the case. When the moth finds a local
optimal area, the spiral flight mode will cause the moth to search the local
area multiple times. The optimal solution obtained by multiple searches in
this area is often the local optimal solution, which causes other moths to also
approach the local area. The consequence is that the algorithm falls into a
local optimum. Therefore, the update method of moths is more flexible by introducing dynamic adaptive weighting factors \[9\]. The step size factor is changed from a fixed value to change with the increase of the number of iterations, and its dynamic change step size factor is shown in the following formula:

\[
\omega_2 = -\alpha \cdot \frac{l}{T} \ln \left( \frac{l}{T} \right)
\]  

(13)

Where: \(l\) is the current number of iterations; \(T\) is the maximum number of iterations; \(\alpha\) is the logarithmic adjustment coefficient. Applying it to the logarithmic spiral function of the new moth position, it can be expressed as:

\[
S(M_i, F_j) = \omega_1 \cdot D_i \cdot e^{bt} \cdot \cos(2\pi t) + \omega_2 \cdot \text{Average}(F_j)
\]  

(14)

### 2.2.3 DWMFO algorithm flow

The DWMFO algorithm designed for distributed energy in this paper is as follows. We map diverse distributed energy sources such as wind power, photovoltaics, and pumped storage into different flames. The process of moths jumping into the flames is mapped to the process of dispatching diversified distributed energy by the power dispatching department. After the above mapping, solving the nearby scheduling problem actually becomes the problem of how the moth can quickly search the surrounding flames in a larger search coverage area. The historical optimal flame average corresponds to the nearest distributed energy around the local maximum load. The basic steps of the DWMFO algorithm are as follows (as shown in Figure 4):

1. **Step 1**: Parameter initialization. Set the number of distributed energy sources (such as wind power, photovoltaics, and pumped storage), the dimensionality of optimization variables, the maximum number of iterations, and the maximum number of flames;

2. **Step 2**: Initialization of distributed energy locations such as wind power, photovoltaics, and pumped storage;

3. **Step 3**: Calculate the fitness value of each type of distributed energy, sort the respective positions according to the fitness value from small to large, and find the best individual to assign to the flame;

4. **Step 4**: Use formulas (11)–(15) to update the position of each distributed energy and flame;

5. **Step 5**: Record the current optimal flame fitness value;
Figure 4  A bionic intelligent dispatching algorithm for distributed power generation systems.

Step 6: Reduce the number of flames according to formula (10);

Step 7: Determine whether the maximum number of iterations has been reached.

If it is reached, the optimal flame position and the corresponding fitness value in the entire iteration process are output, and the algorithm ends.

3 Experiment
3.1 Selection of Test Function
In order to verify the optimization performance of the DWMFO algorithm, 9 test functions are selected in this paper, as shown in Table 1. At the
Table 1  Nine test functions selected

<table>
<thead>
<tr>
<th>Function Name</th>
<th>Function Expression</th>
<th>Solution Space</th>
<th>The Optimal Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>$F_1 = \sum_{i=1}^{n} x_i^2$</td>
<td>$[-100, 100]$</td>
<td>0</td>
</tr>
<tr>
<td>Schwefel 1.2</td>
<td>$F_2 = \sum_{i=1}^{n} \left( \sum_{j=1}^{i} x_j \right)^2$</td>
<td>$[-100, 100]$</td>
<td>0</td>
</tr>
<tr>
<td>Sum square</td>
<td>$F_3 = \sum_{i=1}^{n} i x_i^2$</td>
<td>$[-10, 10]$</td>
<td>0</td>
</tr>
<tr>
<td>Schwefel's2.2</td>
<td>$F_4 = \sum_{i=1}^{n}</td>
<td>x_i</td>
<td>+ \prod_{i=1}^{n}</td>
</tr>
<tr>
<td>Griewank</td>
<td>$F_5 = 1 + \frac{1}{4000} \sum_{i=1}^{n} x_i^2 - \prod_{i=1}^{n} \cos \left( \frac{x_i}{\sqrt{i}} \right)$</td>
<td>$[-600, 600]$</td>
<td>0</td>
</tr>
<tr>
<td>Rastrigin</td>
<td>$F_6 = \sum_{i=1}^{n}</td>
<td>x_i</td>
<td>^2 - 10 \cos(2\pi x_i) + 10$</td>
</tr>
<tr>
<td>Chaffer</td>
<td>$F_7 = \left( \sin \left( \sqrt{\sum_{i=1}^{n} x_i^2} \right) \right)^2 - 0.5 + \frac{1}{1 + 0.001 \times \sum_{i=1}^{n} x_i^2} + 0.5$</td>
<td>$[-10, 10]$</td>
<td>0</td>
</tr>
<tr>
<td>Zakharov</td>
<td>$F_8 = \sum_{i=1}^{n} x_i^2 + \left( \frac{1}{2} \sum_{i=1}^{n} i x_i \right)^2 + \left( \frac{1}{2} \sum_{i=1}^{n} i x_i \right)^4$</td>
<td>$[-10, 10]$</td>
<td>0</td>
</tr>
<tr>
<td>Alpine</td>
<td>$F_9 = \sum_{i=1}^{n}</td>
<td>x_i \sin(x_i) + 0.1 x_i</td>
<td>$</td>
</tr>
</tbody>
</table>

Same time, it is compared with NMFO algorithm, MFO algorithm, DEPSO algorithm, and FDMFO algorithm. In the experiment, different algorithms are run independently for 50 times, among which $F_1 - F_5$ are unimodal functions and $F_6 - F_9$ are multimodal functions.

### 3.2 Test Environment and Algorithm Parameters

In the experiment, the CPU is i3-4258U 2.4GHz, the running memory is 4G, the operating system is windows8, and the programming environment is Matlab r2017. The population number of NMFO algorithm, DE algorithm,
DEPSO algorithm, and GAMFO algorithm is 30, and the number of iterations is 1000. Other parameters are shown in Table 2:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameter Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>DWMFO</td>
<td>$\omega_{\text{max}} = 0.1, \omega_{\text{min}} = 0$</td>
</tr>
<tr>
<td>NMFO</td>
<td>$a = [0, 2], b = 1$</td>
</tr>
<tr>
<td>DE</td>
<td>$F = 0.5, CR = 0.9$</td>
</tr>
<tr>
<td>DEPSO</td>
<td>$\omega_{\text{max}} = 1.2, \omega_{\text{min}} = 0.4, c_1 = 1, c_2 = 1, F = 0.6, CR = 0.9$</td>
</tr>
<tr>
<td>GAMFO</td>
<td>$\omega_{\text{max}} = 0.9, \omega_{\text{min}} = 0.4, c = 10, b = 1, a = 0.05$</td>
</tr>
</tbody>
</table>

### 3.3 Optimization Performance Analysis

Test DWMFO, NMFO [10], DE [11], DEPSO [12], GAMFO [13] algorithms on each benchmark function. The maximum number of iterations set in the experiment is 1000, and the number of distributed energy sources is 30. The calculation results are evaluated from four aspects: std (standard deviation), best (best value), mean (mean), and worst (worst value). The performance of the algorithm, the result retains four decimal places. The quality of the solution is reflected by the optimal value and the worst value. The accuracy that the algorithm can achieve is reflected by the average value. The robustness and stability of the algorithm are reflected by the standard deviation. In the experiment, the solution with the highest solution accuracy is bolded, and the function test results are shown in Table 3:

<table>
<thead>
<tr>
<th>Function</th>
<th>Evaluation Index</th>
<th>Sphere</th>
<th>Schwefel 1.2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>DWMFO</td>
<td>NMFO</td>
</tr>
<tr>
<td>std</td>
<td>0</td>
<td>5.2772E+04</td>
<td>3.5109E+00</td>
</tr>
<tr>
<td>best</td>
<td>0</td>
<td>7.4888E+04</td>
<td>4.6156E+00</td>
</tr>
<tr>
<td>mean</td>
<td>0</td>
<td>9.220E+04</td>
<td>3.220E+00</td>
</tr>
<tr>
<td>worst</td>
<td>0</td>
<td>2.8809E+05</td>
<td>1.9660E-01</td>
</tr>
<tr>
<td>std</td>
<td>0</td>
<td>6.1169E+02</td>
<td>3.6596E-02</td>
</tr>
<tr>
<td>best</td>
<td>0</td>
<td>3.5117E+02</td>
<td>2.6106E-03</td>
</tr>
<tr>
<td>mean</td>
<td>0</td>
<td>3.6596E-02</td>
<td>2.6106E-03</td>
</tr>
<tr>
<td>worst</td>
<td>0</td>
<td>3.220E+00</td>
<td>1.9660E-01</td>
</tr>
</tbody>
</table>

(Continued)
In the experiment, 9 test functions were compared through 5 algorithms, and they were run 50 times in the same test environment. It can be seen from Table 3 that the DWMFO algorithm is much higher than the other four algorithms in terms of accuracy and stability. Whether for unimodal functions or multimodal functions with many local extreme points, the
algorithm can obtain a global optimal solution. And with the change of the number of iterations, the algorithm still shows better search ability and more stable convergence performance, which shows that the improved algorithm has high solution accuracy and strong robustness. For the Sphere function, there is only one global minimum. Among them, the NMFO, GAMFO, and DEPSO algorithms [14–16] are classic improved algorithms in the algorithm, and the NMFO and GAMFO algorithms are better than DE and DEPSO in accuracy. For the Schwefel 1.2 function, the NMFO, GAMFO, and DEPSO algorithms are superior to the solution results of the DE algorithm, and the accuracy of GAMFO is 104 orders of magnitude higher than that of NMFO. For the Sum squares function, the convergence accuracy of the DE algorithm is less than that of the NMFO, GAMFO, and DEPSO algorithms. For Schwefel’s problem 2.22 function, the convergence accuracy of the four algorithms is average. For the Griewank function, the NMFO algorithm can obtain the global optimal solution. Compared with the DE, GAMFO, and DEPSO algorithms, it shows better optimization capabilities. Rastrigin is a typical nonlinear multi-modal function, it has multiple local minima, these minima ups and downs. DWMFO, NMFO, and GAMFO algorithms show significant optimization capabilities, and all of them can find the global optimum. Chaffer is a complex multimodal function. DWMFO and GAMFO algorithms show significant optimization capabilities, and both can find the global optimum. The NMFO algorithm, DE algorithm, and DEPSO algorithm cannot obtain the global optimal solution, but in terms of standard deviation, the DWMFO algorithm is better than the NMFO algorithm, which shows that the DWMFO algorithm is better than the NMFO, DE, DEPSO, GAMFO algorithm in terms of optimization stability. For Zakharov and Alipine functions, the performance of NMFO and GAMFO algorithms is better than that of DE and DEPSO algorithms.

The above results show that for 100-dimensional functions, whether it is a unimodal or multimodal function optimization problem, the search performance of the five algorithms is ranked DWMFO, GAMFO, NMFO, DEPSO, DE in order from the best to the general.

3.4 Convergence Curve Analysis

The convergence curve can visually show the convergence speed and convergence accuracy of the algorithm. Therefore, we give a comparison chart of the convergence curves of 5 algorithms under 9 functions.
Function convergence curve of (a) Sphere function, (b) Schwefel 1.2 function, (c) Sum squares function, (d) Schwefel’s problem 2.22 function, (e) Griewank function, (f) Rastrigin function and (i) Alipine function.

Observing the convergence curve of Figure 5(a)∼(i), we can see that the convergence curve of DWMFO is smooth. Compared with other four algorithms, DWMFO algorithm is better than NMFO algorithm, DE algorithm, DEPSO algorithm, GAMFO algorithm in convergence speed. After 1000 iterations, the DWMFO algorithm can converge to the global optimum, which shows that the DWMFO algorithm has a faster convergence speed and better convergence accuracy. In Figure 5(a)∼(d), we can see that the DWMFO algorithm has a faster convergence rate, and it overcomes the shortcomings of easy to fall into the local optimum. It is worth noting that the convergence speed of the GAMFO algorithm and the NMFO algorithm is faster than the DE algorithm and the DEPSO algorithm, and the convergence curve of the DEPSO almost coincides with the DE algorithm. Observing Figure 5(e)∼(f), we can find that DWMFO, NMFO, and GAMFO can converge quickly, and the convergence of DWMFO is faster than that of NMFO and GAMFO. However, the DE algorithm and the DEPSO algorithm have not converged in the iterative process. From Figure 5(g)∼(i), it can be found that the convergence curve of DWMFO drops rapidly to the lower left corner of the figure, especially the convergence curve of Figure 5(g) is almost close to the vertical decline, and the convergence is very fast, which is much higher than other algorithms. In summary, the DWMFO algorithm has fast convergence speed and higher convergence accuracy in dealing with high-dimensional single-mode and multi-mode problems. Its stability is higher than all other algorithms, which shows that the DWMFO algorithm has significant advantages over the other four algorithms in terms of optimization accuracy, convergence speed and solution stability.
3.5 Analysis of Operating Speed and Time Complexity

The running speed and time complexity of all algorithms also indirectly reflect the convergence speed of the algorithm. The running time of each algorithm is an important metric. Taking a single loop as an example, the DWMFO, NMFO, DE, DEPSO, and GAMFO algorithms are run speed tests on each benchmark function. The test results are shown in the table:

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>DWMFO</td>
<td>0.4771</td>
<td>0.9178</td>
<td>1.2188</td>
<td>1.1330</td>
<td>1.2117</td>
<td>1.2980</td>
<td>1.2646</td>
<td>1.1873</td>
<td>1.2811</td>
</tr>
<tr>
<td>NMFO</td>
<td>0.4266</td>
<td>0.9091</td>
<td>1.6219</td>
<td>1.5956</td>
<td>1.5871</td>
<td>1.4994</td>
<td>1.4921</td>
<td>1.6097</td>
<td>1.5561</td>
</tr>
<tr>
<td>DE</td>
<td>0.2601</td>
<td>0.2282</td>
<td>0.1793</td>
<td>0.1836</td>
<td>0.1704</td>
<td>0.2429</td>
<td>0.1763</td>
<td>0.1790</td>
<td>0.1799</td>
</tr>
<tr>
<td>DEPSO</td>
<td>1.1012</td>
<td>1.1012</td>
<td>1.7764</td>
<td>1.8248</td>
<td>2.1175</td>
<td>1.9105</td>
<td>1.8657</td>
<td>2.0396</td>
<td>1.8469</td>
</tr>
<tr>
<td>GAMFO</td>
<td>0.6441</td>
<td>1.0077s</td>
<td>2.0593s</td>
<td>2.0486</td>
<td>2.0822</td>
<td>2.1688</td>
<td>2.3464</td>
<td>2.1494</td>
<td></td>
</tr>
</tbody>
</table>

It can be seen from Table 4 that for single-mode functions, the DE algorithm runs the fastest, and the other four algorithms are improved compared to the DE algorithm. But DWMFO algorithm is better than NMFO, DEPSO, GAPSO algorithm. For multi-modal functions, the overall running time is longer than that of single-modal functions. The convergence speed of the DWMFO algorithm is faster than that of the NMFO, DEPSO, and GAPSO algorithms. In summary, the DWMFO algorithm has a fast convergence rate in dealing with high-dimensional single-mode and multi-mode problems. The computational complexity of the MFO algorithm depends on the number of moths $n$, the dimensionality of the search space $d$, and the maximum number of iterations $T$. Taking a single cycle as an example, the detailed calculation complexity is shown in Table 5:

<table>
<thead>
<tr>
<th>Strategy</th>
<th>DWMFO</th>
<th>MFO</th>
</tr>
</thead>
<tbody>
<tr>
<td>initialization</td>
<td>$O(n)$</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>Flame selection</td>
<td>$O(n)$</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>Number of flames</td>
<td>$\geq 1$</td>
<td>$\geq 1$</td>
</tr>
<tr>
<td>Parameter update</td>
<td>$O(T)$</td>
<td>$O(T)$</td>
</tr>
<tr>
<td>Fly towards the flame $i$</td>
<td>$O(T \times \text{Number of flames})$</td>
<td>$O(T \times \text{Number of flames})$</td>
</tr>
<tr>
<td>Flying towards the worst flame</td>
<td>$O(n \times \text{Number of flames})$</td>
<td>$O(n \times \text{Number of flames})$</td>
</tr>
<tr>
<td>Moths merge</td>
<td>$O(T)$</td>
<td>$O(T)$</td>
</tr>
</tbody>
</table>
It can be seen from Table 5 that when the number of iterations of MFO and DWMFO are the same, the time complexity of each part is the same. The moth flies around the flame, and the time complexity of its MFO algorithm is:

\[ O(T \times \text{flame}_\text{no}) + O(T \times (N - \text{flame}_\text{no})) = O(T \times n) \]

The time complexity of the DWMFO algorithm is:

\[ O(T \times \text{flame}_\text{no}) + O(T \times (N - \text{flame}_\text{no})) = O(T \times n) \]

From the above analysis, it can be concluded that the time complexity of the DWMFO algorithm is the same as that of the basic MFO algorithm, which shows the advantage of the DWMFO algorithm in running time.

4 Conclusion

In this paper, aiming at the objective problems of scattered and remote location of diversified distributed power generation energy such as wind power, photovoltaic, pumped storage, etc., we introduce the historical optimal flame average value and the adaptive dynamic change factor based on the MFO algorithm, respectively. And the DWMFO algorithm for distributed power generation systems is proposed to make moths closer to the optimal solution faster, thereby accelerating the convergence speed of the algorithm. Through the verification of 9 test functions, the optimization ability, solution accuracy, and convergence speed of the DWMFO algorithm are much better than those of the other four algorithms. The simulation experiment results prove that the proposed algorithm can assist the power dispatching department to dispatch diversified distributed energy resources in a timely manner during the peak power consumption period. In the future, we will apply it in other energy fields in order to increase the robustness of the model.
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